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Abstract. Cybercrime is on the rise. With the ongoing digitization of our society,
it is expected that, sooner or later, all organizations have to deal with cyberattacks;
hence organizations need to be more cyber resilient. This paper presents a novel
framework of cyber resilience, integrating models from resilience engineering and
human behavior. Based on a pilot study with nearly 60 small and medium-sized
enterprises (SMEs) in the Netherlands, this paper shows that the proposed
framework holds the promise for better development of human aspects of cyber
resilience within organizations. The framework provides organizations with diag-
nostic capability into how to better prepare for emerging cyber threats, while
assuring the viability of human aspects of cyber security critical to their business
continuity. Moreover, knowing the sources of behavior that predict cyber resiliency
may help in the development of successful behavioral intervention programs.

Keywords: Security behaviors � Human aspects of cyber security �
Cyber hygiene behavior

1 Introduction

Every day, companies all over the world suffer cyberattacks. The number of cyberat-
tacks on organizations worldwide has been growing over the last six years to an
average of 2.5 attacks every week for large organizations [1]. Based on 2,182 inter-
views from 254 companies in seven countries, the Ponemon institute [1] calculated that
the average cost of cybercrime in 2017 was 11.7 million US dollars per organization.
These costs are internal, dealing with cybercrime and lost business opportunities, and
external, including the loss of information assets, business disruption, equipment
damage and revenue loss. With the ongoing digitization of our society, it is expected
that the number of cyberattacks and, consequently, the annual costs of cybercrime, will
increase rapidly over the next years.
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Organizations are often unprepared to face cyberattacks, to recover from attacks
and lack formal incident response plans [2]. Only 32% of IT and security professionals
say that their organization has a high level of cyber resilience, and this number is
decreasing. A recent development is that security breaches are becoming more dam-
aging to organizations, thus accelerating the need for cyber resilience [3]. As it is
expected that the number of cyberattacks will also grow in the near future, the notion
that organizations need to be cyber resilient is becoming increasingly popular [4]. This
notion has been put forward in perspectives from multiple disciplines, including sys-
tems engineering, auditing and risk assessment. The general idea is that instead of
focusing all efforts on keeping criminals out of company networks, it is better to
assume they will eventually break through the organizations’ defenses, and to start
working on increasing cyber resilience to reduce the impact1. In order to ensure resi-
lience, it is necessary to first accurately define and measure it [4]. There is, however,
still a lot of confusion about what the term resilience means [5].

The notion that organizations need to be more cyber resilient is quite a recent one
and, because most reports have been published by consultancy firms, commercial
companies, and private research institutes working on behalf of these businesses, the
scope of the scientific literature in this particular domain is fairly limited. The review of
these few studies shows, however, that cyber resilience, and organizational resilience
more broadly, is an emerging field [6]. Further, as pointed out by Parsons and col-
leagues [7], the study of this emerging field has predominantly been focused on the
technical issues of cyber resilience. Consequently, measures to enhance cyber resi-
liency are mainly focused on improving the existing security infrastructure. It is only
recently, with some exceptions, that researchers have started looking at the human
aspects as potential sources of organizational resilience [8–10].

The human aspects as potential sources of organizational resilience should not be
underestimated. It is a well-established fact that in many cyberattacks the behaviors of
employees are exploited [11–13]. Regardless of how secure a system is, the end user is
often a critical backdoor into the network [14–16]. Attackers look for vulnerabilities to
gain access to systems; these can come from users who exhibit cyber risky behaviors,
such as by not following best practices or revealing too much personal information on
social networking sites. Hence, cyber resilience includes protecting against harm that
may come due to malpractice by insiders, whether intentional or accidental. Further-
more, employees can perform many different behaviors to protect themselves and their
organization from computer security threats [17]. Through good practice or cyber
hygiene behavior, such as using strong passwords and responding adequately to inci-
dents, employees may help the organization to become more cyber resilient (see also [9,
18–20]). Against this background, this paper aims to (1) develop a novel comprehensive
and coherent framework of cyber resilience integrating models from resilience engi-
neering and human behavior, and (2) to test this framework in a pilot study with 56 small
and medium-sized enterprises (SMEs) in the Netherlands. And although this paper
focuses on the human aspects of cyber security, it also acknowledges that technological
factors play an important role in cyber security at the organizational level.

1 https://www.itgovernance.co.uk/cyber-resilience.
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This paper is structured as follows. First, we start by giving an overview of current
views on resilience. Then we discuss abilities necessary for resilience at the organi-
zational level and show that these abilities are relevant in the domain of cyber security
as well. We then combine a framework for understanding human behavior with a
resilience engineering model and discuss a combined model of resilient behavior. Next,
we describe how the framework was operationalized into a questionnaire to measure
resilient behavior within the domain of cyber security and present the results of a small
empirical test of the framework and instrument. We conclude with a discussion of our
work and give directions for future research.

2 Resilience

Research on resilience has increased substantially over the past decades, following
dissatisfaction with traditional models of risk and vulnerabilities, which focus on the
results of adverse events [21]. Whereas traditional risk models have historically been
useful for many applications in the past, it is difficult to apply them to cyber risks [4,
22]. Traditional risk assessment approaches tend to break down when it is difficult to
clearly identify the threats, assess vulnerabilities, and quantify consequences [23, 24].
Cyber threats cannot be clearly identified and quantified through historical measures
due to the rapidly changing threat environment [4]. Resilience, however, focuses on the
ability to succeed under varying conditions.

Resilience was first used in medical and material sciences, relating to the ability to
recover from stress or strain [25]. More recently a wider concept of resilience has
emerged. Within the domain of health sciences, the Resilience and Healthy Ageing
Network defined resilience as “the process of negotiating, managing and adapting to
significant sources of stress or trauma. Assets and resources within the individual, their
life and their environment facilitate this capacity for adaptation and ‘bouncing back’ in
the face of adversity. Across the life course, the experience of resilience will vary”
([21], p. 2).

Matzenberger [25] defines resilience in a learning environment as the capacity or
ability of a system to persist after disturbance and to reorganize or emerge while
sustaining essentially the same function. In hazards research, resilience is understood as
the ability to survive and cope with a disaster with minimum impact and damage. It
holds the capacity to reduce or avoid losses, contain effects of disasters, and recover
with minimal disruptions [25, 26]. In resilience engineering, a new approach to risk
management, resilience is described at the generic system level as the intrinsic ability
of a system to adjust its functioning prior to, during, or following changes and dis-
turbances, so that it can sustain required operations under both expected and unex-
pected conditions [27]. Van der Beek and Schraagen [28] have defined resilience at the
team level in crisis management situations by expanding the ability of a system with
more relation-oriented abilities of leadership and cooperation.

The key term to all these definitions is the system’s ability to adjust its functioning.
Resilience represents the capacity (of an organizational system) to anticipate and
manage risk effectively, through appropriate adaptation of its actions, systems and
processes, so as to ensure that its core functions are carried out in a stable and effective
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relationship with the environment [29]. Although these definitions at a glance mainly
seem to differ in level of analysis, ranging from the individual via the team level to the
more generic organizational (system) level, Woods [5] argues that resilience is used in
four different ways: (1) resilience as rebound from trauma and return to equilibrium;
(2) resilience as a synonym for robustness; (3) resilience as the opposite of brittleness,
i.e., as graceful extensibility when surprise challenges boundaries; (4) resilience as
network architectures that can sustain the ability to adapt to future surprises as con-
ditions evolve. The implication of this partition is that one needs to be explicit about
which of the four senses of resilience is meant when studying or modeling adaptive
capacities (or to expand on the four anchor concepts as new results emerge) [5]. Not all
these uses of the label ‘resilience’ are correct according to Woods. Resilience as the
increased ability to absorb perturbations confounds the labels robustness and resilience.
Some of the earliest explorations of resilience confounded these two labels, and this
confound continues to add noise to work on resilience [5].

The broad working definitions of resilient performance can be made more precise
and operational by considering what makes resilient performance possible. Since
resilient performance is possible for most, if not all, systems, the explanation must refer
to something that is independent of any specific domain. Hollnagel [30] has proposed
the following four abilities necessary for resilient performance (see also [27]):

• The ability to Anticipate. Knowing what to expect or being able to anticipate
developments further into the future, such as potential disruptions, novel demands
or constraints, new opportunities, or changing operating conditions. This is the
ability to create foresight and to address the potential.

• The ability to Monitor. Knowing what to look for or being able to monitor that
which is or could seriously affect the system’s performance in the near term, pos-
itively or negatively. The monitoring must cover the system’s own performance as
well as what happens in the environment. This is the ability to address the critical.

• The ability to Respond. Knowing what to do, or being able to respond to regular and
irregular changes, disturbances, and opportunities by activating prepared actions or
by adjusting current modes of functioning. It includes assessing the situation,
knowing what to respond to, finding or deciding what to do, and when to do it. This
is the ability to address the actual.

• The ability to Learn. Knowing what has happened, or being able to learn from
experience, in particular to learn the right lessons from the right experience, suc-
cesses as well as failures. This is the ability to address the factual. Although this
capacity is often overlooked, it is a critical aspect of resilience. By learning how to
be more adaptable, systems are better equipped to respond when faced with some
sort of disruption [25].

Hence, the resilience of a system is defined by the abilities to respond to the actual,
to monitor the critical, to anticipate the potential, and to learn from the factual [27]. The
abovementioned abilities can be thought of together as a framework for identification
and classification of indicators [25]. The engineering of resilience comprises the ways
in which these four capabilities can be established and managed [27]. This is of
importance to organizations because being resilient can provide them with a compet-
itive advantage [31]. Resilient organizations may also contribute to a cyber-resilient
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community or to more cyber resiliency at the nationwide level. McManus [32] argues
that resilient organizations contribute directly to the speed and success of community
resilience. Without critical services provided by resilient organizations, such as
transport, healthcare and electricity, communities (or states alike) cannot respond or
recover (see also [33]).

Although these four capabilities have been under debate for quite some time, and
research at the employee [34] and team level [28] only partially support the four-
dimensional nature of the construct as proposed by Hollnagel [27], we feel that these
four dimensions have high face validity in the domain of cyber security. For instance,
the recently completed NIST framework for improving Critical Infrastructure Cyber-
security encompasses five similar functions [35]. These five functions are Identify,
Protect, Detect, Respond, and Recover. They aid an organization in expressing its
management of cybersecurity risk by organizing information, enabling risk manage-
ment decisions, addressing threats, and improving by learning from previous activities.
The functions also align with existing methodologies for incident management and help
show the impact of investments in cybersecurity. For example, investments in planning
and exercises support timely response and recovery actions, resulting in reduced impact
to the delivery of services.

We feel that the four abilities as proposed by Hollnagel [27] together seem to be
sufficient without being redundant. We see no need, for instance, to split the function
Anticipate into the NIST functions of Identify and Protect. We think that the Protect
function, in which appropriate safeguards are developed and implemented to ensure
delivery of critical infrastructure services, is a composite rather than a primary ability of
a resilient organization. Implementing appropriate safeguards is a combination of the
ability to Anticipate and to Learn, and possibly also the ability to Detect (see also,
[30]). Moreover, the Identify function has a strong focus on understanding the contexts
and the risks, while Anticipate also looks at opportunities and emerging threats. We
also feel that the Recover function, to develop and implement the appropriate activities
to maintain plans for resilience and to restore any capabilities or services that were
impaired due to a cybersecurity incident, is essential, but again, we do not think of this
ability as a primary function. This function is the consequence of another ability,
namely Learning. For sustainable recovery to take place within organizational systems,
organizations should have knowledge of what has happened, or should be able to learn
from experience.

3 Human Behavior

There is an important role for employees within organizations to help the organization
become more cyber resilient. In principle, one could easily envisage employees per-
forming Monitoring, Responding, Anticipating and Learning functions to maintain
resilience in cyber capabilities. To explain the four resilience functions from a
behavioral perspective, a comprehensive framework for understanding human behavior
can be applied that involves three essential conditions: Motivation, Opportunity, and
Ability (MOA) [36]. The cyber resiliency of an organization is in part determined by
employees’ motivation, opportunity, and ability to perform the four generic resilience
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functions (see also [36]). In a recent application of this framework, capability,
opportunity, and motivation interact to generate behavior, such as responding to a
cyber-security incident, that in turn influences these components (the ‘COM-B’ system,
see [37]). “Capability is defined herein as the individual’s psychological and physical
capacity to engage in the activity concerned. It includes having the necessary knowl-
edge and skills. Motivation is defined as all those brain processes that energize and
direct behavior, not just goals and conscious decision-making. It includes habitual
processes, emotional responding, as well as analytical decision-making. Opportunity is
defined as all the factors that lie outside the individual that make the behavior possible
or prompt it” ([37], p. 4). Examples of Opportunity are social support and organiza-
tional climate.

Although we do not oppose the idea that the capacity to be resilient depends on the
technical infrastructure of an organization, we believe that a key component of being
resilient and for assessing the resilient capacity of organizations resides, for a large part,
at the individual employee level. Employees need to have the psychological and
physical abilities to act in a cyber-resilient manner. Further, employees need to have
the right mindset to do so. They need to be motivated to behave in a cyber-resilient
manner. Finally, the organization needs to provide opportunities to enable the desired
behavior. People can be capable and motivated to behave in a resilient manner, but
when there is no opportunity to do so within the organization, for instance because
resources are lacking (e.g., a backup and restore system), these intentions remain in
vain.

An important reason for us to utilize the COM-B system to explain resilience
functions from a behavioral perspective, is that this system is part of a larger framework
of behavior change interventions. Based on a systematic review of literature, Michie
and colleagues [37] identified nine generic intervention functions. The nine interven-
tion functions are aimed at addressing deficits in one or more of the conditions:
capability, opportunity, and motivation. These functions are explicitly linked to one of
more of these conditions. An example is ‘persuasion’: Using communication to induce
positive or negative feelings or stimulate action. Furthermore, seven policy categories
were identified that could enable those interventions to occur. An example is ‘regu-
lation’, or, in other words, establishing rules or principles of behavior or practice. This
means that the framework proposed in Sect. 4 hereafter, although not explicitly
embedded, holds the power to link intervention functions and policy categories to an
analysis of the targeted cyber resilient behavior of employees within organizations.
Thus, in the context of cyber security, the framework could serve the need for more ‘fit
for purpose interventions’ to change human cyber behavior, as stipulated by Young and
colleagues [13]. For instance, when lack of motivation hinders resilient functioning of
an organization, a suitable intervention function could be to apply ‘modelling’: pro-
viding an example for people to aspire to or imitate. A policy category that could be
used to enable modeling is ‘marketing’: Using print, electronic, telephonic or broadcast
media. Just by identifying all the potential intervention functions and policy categories
this behavior change framework could prevent policy makers and intervention
designers from neglecting important options [37].

Cyber Resilient Behavior: Integrating Human Behavioral Models 21



4 Conceptual Framework of Resilient Behavior

It is important to be able to measure cyber resilience. Metrics can contribute to key
organizational needs, such as the need to demonstrate progress towards becoming more
resilient, the need to demonstrate the effects of an intervention, or the need to link
improvements in resilience with increased competitiveness [33]. As we have argued,
resilience metrics could also contribute to the design of successful behavior change
programs. Interventions could be tailored to the specific needs of the organization
based on diagnosed sources of non-resilient behavior.

In this paper, we have combined the definitions of the four resilience functions and
the three sources of behavior to create a conceptual framework of resilient behavior
(see Table 1). We then tailored the model to cyber security by drawing upon metrics
from the cyber security literature, primarily from [38, 39] and [9]. Further, because the
aim is to measure employees’ motivation, opportunity, and ability to perform the four
generic resilience functions, the framework was operationalized into a questionnaire:
The Cyber Resilient Behavior Questionnaire.

For each of the four resilience functions, we developed several specific capability
statements, opportunity statements and motivation statements. For example, the fol-
lowing statements measure the function ‘Respond’:

Capability: “Employees in our organization know what to do in the event of
cybercrime.”

Opportunity: “In the event of cybercrime, our organization has clearly defined
procedures on how to deal with disruptions to business operations.”

Motivation: “Employees in our organization consider the ability to respond to
cybercrime as something important.”

5 Pilot Study

An initial version of the Cyber Resilient Behavior Questionnaire was refined based on
experts’ feedback and on validity testing of the survey on a small group of SMEs. The
revised instrument has 42 statements, measured on a six-point Likert-type scale with no
mid-point (ranging from strongly disagree to strongly agree). Even-numbered Likert
scales force the respondent to commit to a certain position even if the respondent may
not have a definite opinion [40]. Statements assess capacity, opportunity, and moti-
vation regarding the performing of resilient functions to anticipate, monitor, respond,
and learn within the organizational context. The statements focus predominantly on
positive protective intentions of employees. This focus was chosen because respon-
dents are probably willing to reveal these behaviors in a survey, yielding usable and
reliable data (see also [19]). To reduce the chance of response bias, which is the
tendency to favor one response over others [41], an - ‘I do not know’ - option was
included for each statement. To further avoid response bias, both positively- and
negatively-worded items were used in the survey [42]. Negatively-worded items may
act as “cognitive speed bumps that require respondents to engage in more controlled, as
opposed to automatic, cognitive processing” [43].
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Next, a pilot study was conducted, and the results were examined to identify any
remaining problematic items and to establish the reliability of the main components of
the survey. A total of 56 SME employees completed the pilot version of our instrument.
All were high-level representatives at different SMEs. Cronbach’s alpha was used as a
measure of the internal consistency of the survey. This refers to the degree to which the
items measure the same underlying construct, and a reliable scale should have a
Cronbach’s alpha coefficient above 0.70 [44]. Cronbach’s alpha coefficients for each of
the four main functions (i.e., Anticipate, Monitor, Respond, and Learn) all exceeded
this recommended value. A series of Pearson product moment correlations were cal-
culated to further assess the relationship between the items used to create the three main
constructs. An examination of the correlation matrices revealed that all items signifi-
cantly correlated at 0.3 or above with the other items in that construct.

Although the main focus of the pilot study was to test the instrument and the
framework, the survey also included a set of questions concerning the incidence of
cybercrime and victimization. Respondents were asked if their SME had been con-
fronted over the last 12 months with cyberattacks and whether harms or costs were
involved. We now present some preliminary results from our survey.

Almost half of the SMEs in our sample (48% or 22 SMEs) had been the victim of at
least one cyberattack in the last 12 months. Phishing (32%) and viruses (11%) were
reported most. Seven SMEs (12%) reported that damage was caused, for instance in the
form of financial damage or business disruption. The overall score for cyber resilience
of the SMEs was considered poor to average. SMEs scored 3.5 on the six-point Likert
type scale. SMEs in our sample were best at responding to cyberattacks, and worst at
learning from attacks (3.7 and 3.2, respectively). Because of the small sample size, no

Table 1. Conceptual framework of resilient behavior. The left column shows the four generic
resilience functions. The consecutive columns specify the abilities for resilient behavior for each
of the three sources of behavior

Capability Opportunity Motivation

Anticipate Knowing
what to
expect

Having resources to look for
developments further into the
future

Willing to look for potential
disruptions, novel demands or
constraints, new opportunities,
or changing operating
conditions

Monitor Knowing
what to
look for

Having resources to monitor
the system’s own performance
as well as what happens in the
environment

Willing to monitor that which
is or could seriously affect the
system’s performance in the
near term, positively or
negatively

Respond Knowing
what to
do

Having resources that help in
taking prepared actions

Willing to respond to regular
and irregular changes,
disturbances, and opportunities

Learn Knowing
what has
happened

Having resources to learn the
right lessons from the right
experience

Willing to learn from
experience
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analyses were performed at the behavioral level for each of these functions. Never-
theless, this pilot study clearly shows that there is ample room for improvement in the
cyber resiliency of the SMEs in our sample.

6 Discussion and Way Ahead

The cyber security field is in need of techniques to evaluate and compare the security
design of organizations [8]. Many techniques have been proposed and explored, but
these typically focus on auditing systems and technologies rather than on people. Our
work is aimed at measuring cyber resilience of organizations through its employees
rather than just with the technologies on which they rely [33]. Our framework gives an
overview of relevant cyber resilient behaviors of employees within organizations.
Accordingly, our conceptual framework allows for better development of human
aspects of cyber resilience. It provides organizations with diagnostic capability to better
prepare themselves for emerging cyber threats, while assuring the viability of those
cyber assets critical to their business continuity [45]. Moreover, knowing what sources
of behavior play a role in being cyber resilient, may help in the development of
successful behavior change intervention programs. In future work, investigating how to
link behavior change interventions to resilient behavior of employees, might prove
important.

The Cyber Resilient Behavior Questionnaire is intended to investigate the capa-
bilities, opportunities and motivation of people from all levels and functions of the
organization. Many cyber security measurement tools used by organizations rely on
information from only one or few organizational members, often specialists or man-
agers responsible for cyber security [33]. This produces biased results, based on a
single or few experiences, often with a vested interest in the results or scores achieved.
The results that are produced with the Cyber Resilient Behavior Questionnaire are
based on responses from a significant number of the company’s employees. It is
therefore more likely to tell us what the organization is actually doing and whether
measures and policies have been embedded in the organization’s social system [33].
However, in our pilot study, for practical reasons, only responses from high-level
representatives from a small sample of SMEs were collected. Future research would
benefit from the use of a larger sample of employees from all levels within organi-
zations. Moreover, the SMEs in our sample were mostly small retailers. It is essential to
validate our framework and instrument within other categories of the economy as well,
for instance with large businesses in the industrial or financial sector.
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